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ON THE COMlBliNlED ANALYSiS OlF A GROUl? OlF SJPUT·JPLOT
DlESIGNS WJ[TlHl HlETlEROGlENlEOUS lERROR VAlRlIANCIES

s.c. Bhuyan

SUMMARY

II

For a group of split-plot experiments with the same set of
treatments, it is assumed that the error variance is constant for a
particular experiment but it varies from experiment to experiment.
Assuming error variances to be unknown and assuming that the
individual analysishas already been performed, the combined estimate
of contrast of whole-plot treatment parameters, sub-plot treatment •
parameters and the whole-plot X sub-plot interaction parameters are
provided. The tests of the above contrasts are also suggested. The
estimation and test are based on the work of James (1951, 1954).
In real data analysis, it is observed that the suggestedestimates and tests
are in conformity with the estimates and tests observed in individual
analysis of the experiments.

I INTRODUCTION

In agricultural as well as industrial experiment the result obtained •
at a single place in a single season by a single experimeter, however,
accurate it may be, can supply only limited information, So in the
field of agricultural research, the experiment is repeated at a number
of places over a number of seasons. This lead to the problem of
analysis of groups of experiments. If the experiments are conducted
in different locations under different agro-climatic conditions,
there may arise cases of heterogeneous error variances. But on many
occassions the experimenters fail to derive full information on treat-
ment contrasts, as adequate solutions are not available for analysis
of such groups of experiments.

•
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Cochran (1937, 1954) was apparently the first author to discuss
the combined analysis of groups of experiments with heterogeneous
error variances. He suggested the weighted combination of the
estimates of treatment parameters from individual experiments.
But weighted combination is not suitable in all experimental con­
ditions and it does not always yield unbiased estimate. The effects

• of heterogeneity of error variances are most serious when the analysis
of variance technique is to be used as a method of statistical inference
on treatment parameters. However, the difficulties obviate if the
error variances are known. But in practice the experimenters are not
aware of the error variances and use of estimated error variances as
weights during analysis may vitiate the tests of significance.

In this paper, assuming error variances to be unknown, the com­
bined estimates of treatment parameters of a group of split-plot
experiments are obtained and the corresponding test is provided.
It is assumed that the error variance of a particular experiment is
constant but it varies from experiment to experiment. Thus for the
estimation of treatment parameters usual method of least squares
may be applied. Assuming the individual analysis has already been
performed, the combined estimate and test of treatment parameters
are provided. The estimation and test is based on the work of James
(1951, 1954).

2. ESTIMATION OF TREATMENT EFFECTS FROM
INDIVIDUAL EXPERIMENT

•

•

Let a split-plot experiment be repeated over p places. The model
assumed for h-th experiment (h =1,2, .. ,p) is

Yhij1 =1l+ cxhi+(3hj+'Yhl + ((3'Y)hjl +ehijl (2.1)

where Il = general mean, cxhi = i-tn replication effect at h-th place
f3u =j-th whole-plot treatment effect at h-th place
'Yhl =l-th sub-plot treatment effect at h-th place
((3'Yb,jl = interaction j-th whole-plot treatment with loth

sub-plot treatment at h-th place
f!hijl =random error
i = 1, 2, ... , r;j = 1, 2, ... , q; 1 = 1, 2, ... , v
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The quantities J.l, cxhi, ~, 'Y1 and (.6'Y~1 are assumed to be fixed
unknown parameters. The error terms ehii1 are normally distributed
with

E(ehijl) = 0

E( ) - 2'f' -" . -" d 1- l'ehijl,ehi'j'l' - UhlZ-I,J-J an -
P. 2 f' .,. ., d 1- r= hUhz z=z,J=Jan -

= 0 otherwise.

Let the first and second kind of error variancesfor h-th experiment be

•

Si h =[ 1 + (v-I) Ph ] u~

andS~ i =(l-ph )u~

respectively..The restrictions on the model (2.1) are •
..

Then by the least squares procedure the estimates of the para­
meters in the model are obtained as follows:

A

(.6'Y)hj1 = (bt)hj1 =Yh.j 1 -Yh.j. -Yh..1 + Yh. . . •

•

(3.1)
(3.2)
(3.3)

Ho: {31 ={32 =... ={3q
Ho: 'Y1 ='Y2 =" ='Yv
Ho: (.6'Y)11 = (.6'Y)12 ;; ... = ((3'Y)qv

3. ESTIMATION AND TEST WHEN THE ERROR VARIANCES
ARE UNKNOWN

The main object of this analysis is to test the following hypo­
thesis

i)
ii)

iii)
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and to estimate the following vectors of contrasts:

1-= 1 1 0 o ... 0 131
1 0 1 o ... 0 132

• 1 0 0 - ... 1 I3q
(q-I)xq

'Y= 1 1 o 0 ... 0 'Y1

1 0 - 1 o ... 0 'Y2

1 0 0 1 'Yv
(v-I)xv

•

(3.4)

(3.5)

and a similar vector of contrasts of the interaction term (I3'Y)j1. Here
I3j (j = 1,2, ... , q) and 'Y1 (l = 1,2, ... , v) are the effect ofj-th
whole-plot treatment and loth sub-plot treatment respectively for
the experiment as a whole.

Let III' 1'12' . . . , '[1p be p vectors of estimates of the (q-I)
contrasts of the q whole-plot treatment effects from first, second,
... pth experiment respectively such that

T1h = 1

1

1

1

o

o

o
1

o

o
o

-1 bhq
(q-I)xq

(3.6)

•

where h = 1, 2, , p. Let Du ' D 12 • . . . , D1p be variance matrices
of Ill,.I12, ,!IP respectively. The estimates of these variance
matrices are given such that
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A

L 1 1
Dlh =

vr vr vr

1 ...L 1
vr vr vr 2 (3.7)slh

•
_1 _1_ --L
vr vr vr

(q-1)x(q-l)

Let I2l' I22 ... I2p be p vectors of estimates of the (v-l)
contrasts of v sub-plot treatment effects from first, second . . . .
pth experiment respectively such that .

I2h = 1

1

-1 0 0

0-0 0

o
o (3.8) •

1 0 0 0 .. -1 (v-I) x v thv

The variance matrices of I2l ,I22' . . . ,I2p may be denoted as
D 2l, D 22, ... , D2p respectively. The estimates of these variance
matrices are obtained such that

A

D2h = 1.- _1 _1_
qr qr qr •
1 .z. 1
qr qr qr 2 (3.9)s2h

1 _1
qr qr

L
qr

(v-I) x (v-I)

The vector of estimates T3h of the (q-l) (v-I) contrasts of qv inter-
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action effects from hAth experiment and estimates of its variance
matrix D3 h can similarly be defined. Here sIh and s~h are respect­
ively the estimates of first and second kind of error variances from
hAth experiment. These estimates are obtained as usual.

Now for combined of contrasts and test of hypothesis con­
cerning the contrasts the following theorem may be enunciated.

•
Theorem: Let

- -
.II = B11 I2 = B21 I p = BpI

- - -
B12 B22 .. , Bp2

- - -
• Bl m-l B2 m-l Bp m-l

are p vectors of estimates of (m-l) contrasts of the m treatment
effects from first, second, .... , pAth experiment respectively. The
expected values of Th (h = 1, 2, .... ,p) are the linear functions of
the contrasts of 51' 52 ... , 5m and that they are independently
distributed around these expected values in (m-l) variate normal
distribution whose variance matrices are D l , D2 , •.• ,Dp respectively.

In matrix notation

• D(T)=B!J.

where T is the column vector of Tl , T2 , ..• , Tp and B is the
p(v--l) x (v-I) identity matrices. Here.

(3.10)

B = B l 111 112 11m 51

B2 121 122 12m 52

Bm - l 1m -11 1m -12 1m -1m 5m

(m-l)xm
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and =LS (3.11 )

A

.Ih = Bhl = 111 112 11m dh1
A

Bh2 121 122 12m dh2

A

Bh m-1 1m - 11 1m - 12 ... 1m -1 m d"m •
=Ld (3.12)

where Sk (k = 1,2, ... m) is the k-th treatment effect and dhk
(h = 1, 2, ... p) is the estimate of k-th treatment effect at h-th place.
The rank of the matrix L is (m-l). Let D1 , 1J2 , . . . , [)p be the
unbiased estimates of D1 , D2 , •.. Dp and distributed independently
of Ih and of each other in Wishart forms with j], fi, ... ,!p degrees
of freedom respectively. Then under the null hypothesis •

Ho : B 1 = B2 = ... = Bm - 1 = 0

to the order l/fi,

Pr [~(Th-n' Wh (!J,-n~2h (a)] =0:
- - -

(3.13)

(3.14)

where

2h (a) = X2 (A +B X2 )

A = 1 + 2 (~_l)2

B= 1 [~1 tr(1-w- 1 w,,)2
(m-l)2 [(m-)2 +2] 7h
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..I =W- l 1: Wh L

X2 is the 0:% point of X2 -variate with (m-l)2 d.f.

43

(3.15)

This theorem can easily be proved on the basis of the work of
James (1954). In practice the statistic

(3.16)

is to be compared with x2 (A +B X2)~ James also discussed that the
statistic (3.16) is exactly distributed as x2 provided fh'S are large.
The hypothesis (3.13) implies that all (m-l) contrasts are insignif­
icant. But it sometimes require to test any of the contrast as signi-
ficant. For this a statistic similar to that given in (3.16) is to be
one element, L is a row vector of m elements such that the sum of
m elements are zero. Then the statistic

(3.17)

is distributed as x2 with (m-l) d.f., provided fh are large. For fh
not large enough, James (1951) suggested to compare the statistic
(3.17) with

2h (a) =X2 [ 1 + 3 x2 + (p+1) 1:_1 (1- ~)2] (3.18)
2(P2_l) fh W

• where X2 is the a% point of X2 -variate with (m-l) d.f. The statistic
(3.15) is to be used as combined estimate ofB.

For estimating ji and :1. the statistics to be computed areII =
[wl-l1:wlh T1h ]andI2 = [W2- 11:W2hI2h] respectively. For estimating
the vector of contrasts of the interaction effects, the statistics to be
co~puted is T3 = [w3-11:w3h T3h]. Here Wlh =Dftl, W'J.h =Dih!, w3h
=D-1 W =

3h' I LWlh, W2 = 1:W2h and w3 = LW3h. To test the hypo-
thesis (3.1), (3.2) and (3.3) the following test statistics are to com­
puted:

•
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and

1; Iih (WlhIlh)

1; 12h (W2h I2h)

1; I~h (W3h I3h)

Ii (WI II)

I2 (W2 I2)

I~ (w3I3)

(3.19)

(3.20)

(3.21)

These statistics are distributed with (q_l)2, (v_])2 and [(q-l) (v-l)]2
degrees of freedom respectively. ,.

4. EXAMPLE

The data come from a group of 6 experiments on paddy conduct­
ed in Haringhata Teaching Farm, Kalyani in 1972 and 1974. The
object of the experiments was to study the response of Nitrogen to
different High Yielding Varieties of paddy. The experiments were
conducted in split-plot design of 8 whole-plots per block and 5 sub­
plots per whole-plot. The whole-plot treatments were the 8 different
varieties of paddy and the sub-plot treatments comprised of 5 dif­
ferent levels of application viz., 0, 50, 100, 150 and 200 kg/ha
Nitrogen as A/S. All the experimental conditions were same for the
six experiments and each experiment was repeated three times.

From the individual analysis of the experiments the error mean
sum of squares were observed as follows:

Error Mean Sum of Squares

•

First kind (st~ ) Second Kind (5-J.~)

0.034293 0.002472 •
0.027778 0.011372
0.502693 0.175073
0.759071 0.295578
0.163964 0.057776
0.220836 0.059994

Bartlett's (1937) X2 -test using different values of Sl~ was performed
and first kind of error variances were observed as heterogeneous.

•
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The second kind of error variances were also observed as heteroge­
neous. Applying the statistic (3.15) the estimates of the vector of
contrasts of the effects of paddy and Nitrogen were observed as fol-
lows: .

•
II = -0.45531

-0.62068
-0.35885
-0.23230
-0.13410
-0.07905
-0.27090

andI2 = -.25529
-0.17460
-0.0223155
-0.13445

The statistic (3.19) was computed as 873.78 and 2h(a) for this
statistics was observed as 93.76 with 49 degrees of freedom. For the
statistic (3.20) the value observed was 898.22 as against 2h(a) = 29.29

• with -16 degrees of freedom. The value of the statistic (3.21) was
computed as 1077.85 against 2h(a) = 876.45 with 764 degrees of
freedom.

From the combined analysis it may be concluded that each of
paddy, Nitrogen and their interaction were significantly different.
From the individual analysis it was observed that in all the experi­
ments the effects of Nitrogen were significant. In five out of six
experiments the paddy differences were found significant and only
in three experiments the paddy and Nitrogen interaction differed
significantly. Thus the fmdings by the present method is in con­
formity with the findings by individual analysis.
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